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Abstract. Recently, video watermarking has received much consideration. Several applications in
a variety of domains have been implemented, and many are progressing. This paper intends to
formulate a novel video watermarking framework that includes three stages: (i) Optimal video
frame prediction, (ii) A watermark embedding process, and (iii) A watermark extraction process.
In the proposed model, the optimal frame prediction is carried out using the deep belief network
(DBN) framework. Initially, randomly chosen frames from each video are used as the input to a
genetic algorithm (GA) model that optimally chooses the frames such that the peak signal-to-
noise ratio (PSNR) should be maximal. The frames are assigned with a label of one or zero, where
a label of one denotes a frame with better PSNR (can select for embedding process) and a label of
zero denotes the frame with reduced PSNR (cannot be used for embedding). Consequently, a data
library is formed from the obtained results, where each video frame is determined with their gray-
level cooccurrence matrix (GLCM) features and labels (can embed or not), which is then trained
in the DBN framework, from which the optimal frames can be predicted efficiently while testing.
Furthermore, the watermark embedding process and watermark extraction process are carried out,
and thus, the image can be embedded within the optimally selected frames.
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1. Introduction

In recent years, the privacy of important
documents has become essential. In the fast-
growing computer environment, maintaining
the secrecy of soft copies of medical records is
a major challenge and becomes even more
difficult in hospitals as the number of patients
increases . Hence, a proper and suitable
application is essential to secure the required
data. Watermarking has attracted considerable
attention recently “®  and it provides
protection to digital content and conserves the
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copyright protection of video or audio images.
Furthermore, digital watermarking has been
regarded as a proper solution for protecting
copyrights and implementing IPR "1, The
digital manuscript could be video, image,
audio or text. If the digital manuscript is in
video signal form, then the embedding method
is termed video watermarking %2 1t was
moreover known as an imperceptible and
robust form of digital video data
communication.

If watermarking requires the original
video signal to be available at the watermark
detector, then it enables informed detection.
Additionally, a watermarking approach
employs blind detection ™! if the original
video signal need not be available at the
watermark detector. Watermarking schemes
have to own particular aspects on the basis of
the watermark type and its purpose. In
authentication applications, digital watermarks
can be used to detect modifications of the
digital contents (e.g., compression). Content
authentication is an important application of
video watermarking. In addition, multimedia
copyright protection of video signals is
protected with the help of digital watermarking
based on the DWT model “**"). Furthermore,
robustness can be enhanced with the transform
domain video watermarking, in which the
video signal is transformed into a low-
frequency domain. Thus, video watermarking
remains a [pros]pective scheme for protecting
copyrights 81°

The major contribution of this paper is
depicted below.

1. Contributing a new video
watermarking  framework  that initially
determines which frames are optimal for
performing the embedding process. This
optimal selection of frames is carried out via a
genetic algorithm.

2. Creating a data library that insists
whether the frame is better for embedding
purposes along with extracting GLCM
features.

3. Furthermore, DBN is trained with the
details of the data library and helps in
predicting the optimal frames at the time of the
testing process.

4. Finally, watermark embedding and
extraction are performed.

The arrangement of the paper is as
follows. Section 2 analyzes the literature work.
Section 3 describes the proposed video
watermarking framework, and Section 4
portrays the video watermark embedding and
watermark extraction process. Further, Section
5 illustrates the results, and Section 6
concludes the paper.

2. Literature Review
A. Related Works

In 2018, Sake and Ramashri ™ presented
a video watermarking technique that deploys
the BWT approach for protecting the
copyrights of images. To enhance the
effectiveness of video watermarking, two
major processes were exploited: watermark
extraction and watermark embedding. Prior to
the embedding method, the sequences of input
video are transformed into numerous frames. In
addition, an enhanced ABC model was
introduced for producing arbitrary frames.
Subsequently, a watermark extraction process
was performed, which is the inverse procedure
of watermark embedding.

In 2017, Sahu and Atrijit @ implemented
a blind video watermarking model that avoids
frame adaptation and frame dropping owing to
the SIFT. In video scenery, counts of rows
were assigned based on height and count of
frames were assigned based on width and count
of columns were assigned based on depth. In
this context, the SIFT features were exploited
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for the watermark signal and were stored for
authentication purpose. Finally, a wide-ranging
set of experiments were performed to
demonstrate  the effectiveness of the
implemented method over other conventional
schemes.

In 2016, Tanima and Hari ©! suggested a
robust structure with a BE procedure for
HEVC encoded videos. A  “readable
watermark™ was incorporated in the predicted
video blocks sequence, and moreover, the
presented scheme offered better security in the
embedding regions. The investigational
outcomes revealed that the introduced work
limits the increase in the VBR, and it was also
found to improve quality. Thus, the introduced
scheme could prevail over compressions,
filtering, and noise constraints, thereby offering
superior robustness and quality.

In 2016, Rasti et al. ) presented a robust
nonblind color video watermarking approach.
Initially, the technique split the frames into
nonmoving and moving elements, and further,
the nonmoving elements of every color channel
were separately processed by means of a block-
oriented watermarking system. Blocks with
lower entropy were subjected to another
process for watermark image embedding, and
thus, the watermarked frame could be
produced. In addition, numerous attacks were
analyzed and distinguished with certain
conventional  techniques. Investigational
outcomes demonstrate that the adopted method
was robust against most of the attacks.

In 2018, Faride et al. ! established a
novel blind multiplicative video watermarking
approach. Here, the HH coefficients of the
video signal were split into two parts, the initial
part was deployed for hosting the watermark,
and the second part was used at the receiver
side for evaluating the system constraints that

were necessary for watermark recognition.
Furthermore, the simulation outcomes
demonstrated that better robustness could be
offered by the adopted model against several
attacks, and the established scheme also
offered low complexities.

3. Proposed Video Watermarking
Framework

Figure 1 shows the framework of the
adopted model. The video watermarking
framework includes three stages: (i) Optimal
frame prediction, (ii) Watermark embedding
process, and (iii) Watermark extraction
process. In the proposed model, optimal frame
prediction is carried out using the DBN
framework. Consider the videos,
Vi, Vo, Vs......Vy, Where N denotes the total

number of videos. A video comprises several
frames in which the embedding process can be
carried out. The selection of optimal frames
that is better for embedding purposes is not at
all easy to define; hence, this paper uses GA,
which selects frames with high PSNR. Let
f.:n=12,..M be the frames contained in the

videos, and M indicates the total number of
frames. In the proposed work, 65 frames are
optimally  selected from each video.
Consequently, a data library is formed from the
videos, Vi, V,, Vs......Vy, Where, for every 65

frames, the GLCM features and labels are
determined. The frames are assigned with a
label of one or zero, where label one denotes
the frame with better PSNR, and label zero
denotes the frame with reduced PSNR. This
data library is then trained to the DBN
framework, from which the optimal frames can
be predicted at the testing phase. Furthermore,
the watermark embedding process, and
watermark extraction process are carried out by
which the image can be embedded with the
optimally selected frames.
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Fig. 1. Overall depiction of the adopted model.
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A. Solution Encoding and Objective Function

The solution given to GA is frames of
each video, and as the work considers 65
frames as optimal, the chromosome length is
65. The frames are assigned with a label of one
or zero, where label one denotes the frame can
be selected for embedding process and label
zero denotes the frame cannot be embedded.
Figure 2 demonstrates solution encoding.
Furthermore, the objective function that
decides the optimal selection of frames is
determined in Eq. (1).

R = Max(PSNR) L)

_ U

Fig. 2. Solution encoding.
B. Genetic Algorithm

The optimal frame selection is carried
out by the GA algorithm. The traditional GA
(211 comprises crossover, mutation, genotype-
phenotype mapping, fitness, selection and
termination.

Crossover: This process involves mixing
the genetic elements of more than one solution.
All species in the world have two parents, but
in certain cases, the sex of the male and female
cannot be identified, and hence, such species
may have one parent. In the GA model, the
number of crossover operators can be more
than 2 parents. Numerous species adopt several
resources for choosing the right partners and
attracting their partners.

Mutation: Mutation is the next level of
development in the GA This stage is dependent
on random variations. The efficacy of these
variations is termed the mutation rate, which is
also known as step size. Mutation operators are
used for reachability, unbiasedness and
scalability purposes.

Genotype-phenotype  mapping:  The
population of offspring must be computed after
the crossover and mutation process. Every
candidate solution is chosen such that the
optimization crisis is resolved. Depending on
chromosome mapping, it is necessary to
transfer the genotype to the original solution,
which is known as phenotype.

Fitness: During the fitness computation,
the phenotype of a solution is evaluated based
on a fitness function, which computes the
optimality of the solutions, and the GA is
formed. A fitness value is allocated for every
solution based on whether it is closer to the
optimal solution.

Selection: To permit convergence in the
optimal direction, the offspring solutions are
ranked as parents in the novel parental
population. More offspring solutions are
created, and the best solutions are chosen to
attain better growth. This selection procedure is
dependent on the population of fitness values.

Termination: Termination is attained
when the major evolutionary loop terminates.
The GA is iterated for a few generations, which
are determined earlier. The time and cost of the
fitness function calculations may limit the
length of the optimization process. If no further
improvements are obtained by the fitness
function, the algorithm is terminated.

C. Data Library Construction

As the main contribution, a data library is
constructed with the determined optimal
frames by extracting the GLCM features;
GLCM features are determined as per the
concept described in this section. The
diagrammatic representation of the data library
with the defined columns is shown in Fig. 1.
The brief portrayal of the GLCM 2 features is
described in this section.
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GLCM features:
Energy is given by E=33g.7, , where
[

9afj is the (T, j)th entry in GLCM

Entropy is given by

Ent =-3> 9afj 1092 GaF;
1]

Contrast is given by

CO”-ZZ( ) galj

Variance is given by

V= ZZ(T _/'l)zgai'j ) where U is the
i

mean of ga7;

Homogeneity is given by

H=%>—+
i 1+( —J)
Correlation is given by
S i)oar; - ey

c="'1 , where s, 41y,
OxOy '

ga”

oy, oy are the mean and standard

deviations of g,,, Jay
Sum average is given by
2N, ~
SA= 2 TGay.y (7). where ng denotes the

dlstlnct gray levels in the image.
Sum entropy is given by

2N, - -

SE = Tzzgax_*_y(i )IOg{gax+y(i )}
| =

Sum variance is given by
2N, ~

sv = ’Zz(i ~5AF gay, (7)
| =

Difference variance is given by pv =
variance in Jax_y

11. Difference entropy is given by
NQ 1 ~ ~
DE = 3.q,.., (Piogfa,,., (7)

12. The maximum correlation coefficient
(2" largest eigenvalue of Q)% is given

by MCC = ga(r’lf a(jak)
Y z Oay i %gay(k)

13. The information measures of correlation 1

are given by imc1 = AXY —HXYL
max{HX, HY }

Information measures of correlation 2
are given by
IMC2 = ,/(1—exp[- 2.0[HXY 2— HXY ])),

where HXY = -3’3 0a7; 109, daF;
]

HXY1=-T X0 109 {92 (o, (1))
Hxvz_—zzgax( Jo., (i)10g, {g., (7)o, (i)}

D. Optimal Frame Prediction Using DBN

After the data library is constructed, it is
trained in the DBN (training process), from
which the optimal frames for the embedding
process can be predicted (testing process). The
DBN 2% framework is a well-known intelligent
approach that comprises numerous layers,
visible neurons and hidden neurons form the
output layer. The output PO in Eq. (3) is based
on probability functionP,(¢). Here, t” denotes
the pseudotemperature. The DBN model is
specified in Eq. (4).

1

P(§)=——= 0)
1+et
— 1 with1-P
Poz{o with F‘g(qg()g)} &
0 for ¢<0
JmB¢)=lim——=1> for ¢=0 (@
1+e” |1 for ¢>0
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The mathematical design reveals the
Boltzmann machine energy for the formation
of binary state bi or neuron, which is shown in
Eqg. (5) and Eq. (6), in which L,, denotes the
weights between neurons and 6, refers to the
biases.

EN (bi)=— b, La ) — X 0abiq (5)
a<l a
AEN (biy )= >bigLy | +6, (6)
[

The development of energy with respect
to the joint composition of hidden and visible
neurons (x,y) is portrayed in Eq. (7), Eq. (8)
and Eq. (9). Here, x, and y, denote the binary
state of a, the visible unit, and hidden unit 1.
k, and C, indicate the biases, and L,, specifies

the weight among them.

EN (X7 y): _(Z|:)La,l XY _Zkaxa _ZIZCI Ya (7)

AEN (Xa’ )7) = ZI: Layi +ka 8
AEN (7(’ ya) = % LaiXa +C ©
RBM training can achieve the distributed
probabilities, and the resultant weight
allocation is given by Eq. (10).
Le)= mex T (%) (10)

For the hidden and visible vectors pair
(x.hi), the probability distributed RBM model
is specified in Eq. (11), in which PRF denotes
the partition function as given in Eq. (12).

E

- 1 <7
X, hi |]= —=— e EN(Y) 11
C(X I) PR e ( )
PRF =Y e BN (12)
X,y
Prior to the learning process of the MLP
model, assume (Ké,wéj training patterns, in

which G denotes the number of training

patterns, 1<G<P, kG and w® denote the
input vector together with the required output

vectors, respectively. Eg. (13) demonstrates
every neuron error in | of the output layer.

e® =KC®-w° (13)

Therefore, Eq. (13) describes the squared
error of the M pattern subsequent to MSE, as
in Eq. (14) and Eq. (15), in which P denotes
the number of training patterns.

2

(Ké —Wéj (14)

ol
<

5 2
SElpean:iozy:(eéj _1

G Oy|:1 ayl 1

_ 1 mean
SEavg = 5 SEG (15)

4.Video Watermark Embedding and
Watermark Extraction Process

A. Watermark Embedding Process
The embedding process ! is as follows:
Step 1: Video clip Vv is given as input.

Step 2: The video clips are split into
video scenes, V

Step 3: The frames are processed for
every video by means of DWT and Schur as
given in steps 4-11.

Step 4: Each video frame is transformed
(optimally selected frames), f to YUV color
matrix form from RGB form.

Step 5: 2-level DWT is computed for the
Y matrix in every f , which produces 7 DWT

subbands such as, [lI;,l1,,hl,,Ihy, hhy, Iy, hhy ].

Step 6: The “Schur operator” is deployed
on the hl, subband, which decomposes the
coefficient matrix of the subband into two
independent matrices hl, = (up, sn, )

Step 7: The watermark image is rescaled,
and thus, the watermark size matches the hl,

subband size, which can be exploited for
embedding.
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Step 8: The watermark’s binary bits w,_

are embedded into the diagonal matrix of s,

by replacing the watermark bit w; with the 8"
LSB bit of sy, , (i.i) as shown in Eq. (16).

LSB(sp, ,(i,i)):\/\/\,si (16)
Step 9: The inverse Schur operator is
deployed on the updated s'y, matrix to attain
an updated coefficient matrix hl,. The inverse
Schur function is given by Eq. (17).

T
(l.,|h|2 XSh|2 XUhIZ) (17)

Step 10: The inverse DWT is deployed
on hl,. This function generates the final
watermarked video frame f'.

Step 11: f' is transformed to the RGB
color matrix from the YUV format.

Step 12: f isrebuiltto f'.

Step 13: The watermarked scenes are
rebuilt to attain the final watermarked VXM.

E. Watermark extraction process

The watermark image @ can be directly
extracted from the watermarked video frames
from the LSBs. The process of watermark
extraction is as follows:

Step 1: Video clip V' is given as input.
Step 2: V' is split into video scenes, V'
Step 3: The frame is processed for every

watermarked video scene by means of Schur
and DWT as given in steps 4-7.

Step 4: Each video frame transforms f'
to YUV from the RGB color matrix form.

Step 5: 2-level DWT is computed for f',

which produces 7 DWT subbands such as,
[wily, wily, whl,, wih,, whhy, wihy, whhy ].

Step 6: The “Schur operator” is deployed
on all whl, subbands, which decomposes the
coefficient matrix of the subband into two
independent matrices as given by Eq. (18).

whiy = (Ui, »Swhi, ) (18)

Step 7: The embedded watermark is
embedded from the diagonal matrix of s, as

shown in Eq. (19).
LSB{sp, .+ (i,i))=Wy, () (19)

Step 8: A watermark image w,_ is

constructed by cascading the bits of
watermarks extracted from the entire frame.

Step 9: A similar process is continued
for all the video scenes.

5. Results and Discussion
A. Simulation Procedure

The implemented GA technique for
video watermarking was simulated in
MATLAB 2018 a, and the outcomes were
attained. The experiment was performed by
analyzing MSE, PSNR and SDME measures
with respect to varying embedded frames.
Furthermore, statistical analysis was conducted
with respect to all the measures, and the
improvement of the adopted model was proven
over the conventional PSO 4 model. The
sample images of the existing and proposed
model are shown in Fig. 3.

.......................

(@) (b)
Fig. 3. Sample video watermarked image of the (a) PSO (b) GA.

B. Error Performance

The error performance of the proposed
GA scheme is described in this section. Here,
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from Fig. 4(a), the attained graph on the MSE
shows that the presented method offers a
reduced error performance over the PSO model
with respect to varied embedded frames. Here,
the adopted scheme is 23.53% superior to the
existing model at 60 embedded frames
Additionally, as shown in Fig. 4(b), a better
PSNR was achieved by the implemented model

—— Existing
48 —— Proposed

0 10 20 30 40 50 60
Frames Embedded

— Existing
— Proposed

0 10 20 30 40 50 60
Frames Embedded

@

w
=
o
%]

-0.226

-0.228

-0.23

-0.232

-0.234

-0.236 —— Existing

-0.238
0 20

——Proposed|

40

41

over the existing PSO scheme, which is 4.54%
better than the existing model at 50 embedded
frames. Furthermore, from Fig. 4(c), the
SDME measure was higher for the presented
model, which is 2.59% superior to the PSO
model with respect to 55 embedded frames.
Therefore, the superiority of the presented GA
approach has been validated effectively.
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Fig. 4. Performance analysis of the proposed model over the conventional model for (a) MSE (b) PSNR (c) SDME.
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C. Statistical Performance

Since the metaheuristic algorithms are
stochastic in nature, the algorithms were
executed five times, and the results were
obtained. The statistical performance of the
adopted GA scheme is portrayed in Tables 1-
3. From Table 1, the best, mean, median and
standard deviation of the presented GA model
are 0.3%, 2.13%, 0.48%, and 4.39% better,
respectively, than the traditional scheme.
Similarly, from Table 2, the best, mean,
median and standard deviation of the proposed
GA model are 7.65%, 0.32%, 0.59% and
2.35% superior, respectively, to the traditional
PSO scheme. Additionally, from Table 3, the
best, mean, median and standard deviation of
the implemented GA scheme are 16.69%,
7.14%, 16.01% and 8.63%  superior,
respectively, to the conventional PSO scheme.
Thus, the effectiveness of the proposed GA
algorithm has been proven by the achieved
results.

Table 1. Statistical analysis of MSE performance for the
proposed model over the conventional model.

Measures | PSO [24] | GA

Best 7.51x10t | 7.49x10!
Worst 2.30 2.30
Mean 1.30 1.27
Median 1.16 1.15
Std-Dev | 5.23x10! | 5.00x10?

Table 2. Statistical analysis of PSNR performance for the
proposed model over conventional models.

Measures | PSO [24] | GA

Best 5.06x10' | 5.07x10!
Worst 4.09x10' | 4.09x10?
Mean 4.65x10' | 4.66x10*
Median | 4.70x10% | 4.73x10!
Std-Dev 3.33 3.41

Table 3. Statistical analysis of sdme performance for the
proposed model over conventional models.

Measures | PSO [24] | GA

Best 1.44x107 | 1.23x107!
Worst -4.19x107T | -4.19x10*?
Mean -9.87x107 | -9.16x102
Median | -1.03x107" | -8.67x1072
Std-Dev | 1.74x107 | 1.59x107

6. Conclusion

This  paper presented a video
watermarking framework that comprises
optimal video frame prediction and a
watermark embedding process and watermark
extraction processes. Here, the optimal frame
prediction was performed using the DBN
framework. First, randomly chosen frames
from each video were provided as input to the
GA model, which optimally selected the
frames such that the PSNR should be high. The
frames were assigned with a label of one or
zero, where label one denoted the frame with
better PSNR and label zero denoted the frame
with reduced PSNR. In addition, a data library
was created from the outcomes, in which every
video frame was determined with its GLCM
features and labels. This data library was
further trained in the DBN framework, and
thus, the optimal frames were predicted. In
addition, watermark embedding and watermark
extraction were performed by which the image
could be embedded within the optimally
selected frames. From the analysis, the adopted
scheme was 23.53% superior to the PSO model
at 60 embedded frames. Additionally, the
PSNR achieved by the implemented model
over the existing PSO scheme was 4.54%
better than the existing model at 50 embedded
frames. Thus, the efficiency of the presented
approach was proven from the simulation
outcomes.
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