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Abstract. Ternary problems of conditional probability formulated in conjunction with a normalized
version of the two-by-two contingency table might be solved by arithmetic or algebraic techniques
to produce useful inter-relationships among the various marginal, conjunctive, and conditional
probabilities associated with that table. In particular only tedious and indirect algebraic methods
can be used to inter-relate the four most prominent indicators of diagnostic testing (sensitivity,
specificity, positive predictive value (PPV), and negative predictive value (NPV)). In general, it is
theoretically possible to express any one of these four indicators in terms of the other three. Such a
possibility is materialized herein, in a direct and appealing arithmetic fashion, through the use of a
(Mason) signal flow graph, which carefully selects for its constituent relations, an appropriate
combination of the total probability law, Bayes’ rule and the complementation formula. Despite the
relative simplicity of the four formulas expressing each of the four diagnostic indicators in terms of
the other three, they seem not to be well known in the open literature. We call a set of four values
satisfying these formulas (to within permissible round-off errors) a consistent set. We define two
checking functions of these four values that we call the Diagnostic Checking Difference (DCD)
and the Diagnostic Checking Ratio (DCR) that are exactly 0 and 1, respectively, for consistent
values. The deviation of the DCD and the DCR from 0 and 1, respectively, is, therefore, a measure
of inconsistency for any purported set of the four diagnostic indicators. An interesting observation
is that the unbiased measures of informedness and markedness emerge naturally within these two
functions, suggesting that the remaining terms within these checking functions might also serve as
unbiased measures. We made an extensive testing of published sets of the four basic indicators, to
check whether these sets are consistent or not. In a dominant majority of cases, the published sets
are consistent, thereby independently attesting to the correctness of our formulas. However, in a
small (albeit significant) number of cases, we came across sets that are dramatically inconsistent.
Even some prominent celebrated medical journals were not inconsistency free. This is particularly
curious, because there is no much room for error when computing the four indicators out from the
raw data of true positives, true negatives, false positives, and false negatives. Since the four
indicators constitute only three independent entities (rather than four), an expert is not free to guess
the four separately. Any attempt to estimate the four indicators via expert opinion or some sort of
model should be confined to estimating only three of them, with the fourth being deduced
numerically from the rest.

Keywords: Ternary problem, Conditional probability, Signal flow graphs, Sensitivity, Specificity,
Predictive values, Consistency indicators, Informedness, Markedness, Dual quantities.
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1. Introduction

In a recent paper™; we introduced two
complementary versions of a new Karnaugh-
map-like length/area proportional diagram that
represents the two-by-two contingency matrix.
We utilized these two diagram versions
collectively to obtain arithmetic or algebraic
solutions of ternary problems of conditional
probability. In particular, we constructed an
algebraic solution of one such problem that
enabled us to prove a virtually unknown
interdependence among the two predictive
values, sensitivity, and specificity. In fact, we
employed a method of symbolic algebraic
derivation to express any one of these four
prominent indicators of diagnostic testing in
terms of the other three. Our present work is a
sequel and an extension of our earlier work in
Rushdi & Serag!l, and more importantly, an
exploration of the ramifications of the
existence of the so-far unknown inter-
relationships among the four basic diagnostic
indicatorst? %1,

To set the stage for our major work, we
offer a novel derivation of the aforementioned
four relationships via a novel Mason signal
flow graph, which employs elementary
probability relations. We observe that these
interrelations are just variants (through
symmetry and/or double complementation
(duality)) of a single relation. In fact, each of
the four relations can be derived by equating a
single function that we call the Diagnostic
Checking Difference (DCD) to 0, or,
equivalently equating another function that we
call the Diagnostic Checking Ratio (DCR) to
1. We also note that the deviation of the DCD
and the DCR from 0 and 1, respectively, is a
measure of inconsistency for any purported set
of the four diagnostic indicators. An
interesting observation is that the unbiased
measures of informedness and markedness
emerge naturally within these two functions.
We employ our findings to assess the

consistency of results published in the open
literature, and to set a useful constraint on
methods of estimation of the four basic
indicators through modeling or via expert
opinion.

The organization of the rest of this paper
is as follows. Section 2 is a brief primer about
diagnostic testing and its basic indicators,
while Section 3 is an introduction to signal
flow graphs. Section 4 uses a signal flow
graph to prove a virtually unknown inter-
dependence among the two predictive values,
sensitivity, and specificity. In fact, Section 4
utilizes obvious symmetries to express any one
of these four indicators in terms of the other
three, under the assumption that each of the
four exists, and no division by zero is
encountered. As a bonus, Section 5 applies the
new formulas extensively to data available in
the open literature. Most sets of values of
sensitivity, specificity, and predictive values
tested agree with our formulas. However,
some reported sets of the four basic indicators
experience some appreciable incoherence
among their values according to our formulas.
Section 6 concludes the paper.

2. On Diagnostic Testing and Its Basic
Measures

This section is intended for a brief
primer about diagnostic testing and its most
basic indicators. Figure 1 demonstrates a two-
by-two contingency matrix for test or
classificationi with respect to test or
classification j. Each of the two variables i
and j belongs to the set {+1,—1} of indices.
The testi reports positive cases (arbitrarily
assigned the value +1), in which a certain
disease, attribute, trait, or condition is present,
or reports negative cases (arbitrarily assigned
the value —1), in which this condition is
absent. This test is assessed or evaluated by a
reference or standard test j , which has its own
labeling of cases, again as positive or negative.
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The reference test j designates various cases of
the assessed testi as “true” or “false,”
depending on whether it agrees or disagrees
with testi. As a result, the matrix four entries
are called True Positives, False Positives,
False Negatives, and True Negatives. These
entries are usually assigned the standard
abbreviations TP,FP,FN, and TN. In the
sequel, we will use the subscripted
abbreviations TP;;, FP;j, FN;;, and TN,
where we use the subscripts ij for all measures
(and later for indicators derived from them) to
assert the notion that i is assessed, judged or
measured relative to j. The sum of these four
entries is the size of the reported population or
the total number of cases N. If the tests i and j
interchange their roles (so that test j is now
assessed relative to test i) then the four
measures are relabeled as TP;;, FP;;,FN;;,and
TIVji such that TP]l = TPij; and TIVJI = TNU
but with FP;; = FN,

ijo and FIV]l = FPU

We use the symbols A = {j = +1} and
B = {i = +1} to denote the events of positive
cases (presence of the considered condition)
according to the tests jand i, respectively.

Hence, the complementary events A = {j =
—1} and B = {i = —1} denote the events of
negative cases (absence of the considered
condition) according to the tests jand i,
respectively. There are eight conditional
probabilities concerning these two events and
their complements, as shown in Fig. 2. These
can be identified as the eight most prominent
indicators used in diagnostic testing. These are
the Sensitivity (Sens;;) or True Positive Rate
(TPR;j), the Specificity (Spec;;) or True
Negative Rate (TNR;;), the Positive and
Negative Predictive Values (PPV;; and
NPV;;), together with their respective
complements (to 1.0), namely the False
Negative Rate (FNR;;), False Positive Rate
(FPR;j), False Discovery rate (FDR;;) and

False Omission Rate (FOR;;)**%. The former
four indicators are considered more popular or
more prominentlyl and they act as direct or
agreement measures while the latter four serve
as discrepancy or disagreement measures
between the two tests i and j. Due to the four
complementation relations within pairs of
these eight measures, the number of
independent quantities among them is at most
four. It seems that there is a widespread (and at
least implicit) belief that this number is exactly
four (usually obtained by counting the four
direct indicators Sens;;, Spec;;, PPV;; and
NPV; )% We show in Section 4 that this
number is, in fact, three, by simply being able
to express any of the four direct indicators in
terms of the other three. The pliabilities or
flexibilities ascribed to these indicators by
Trevethan¥ are not really unqualified.

3. Use of Signal Flow Graphs in Analyzing
Indicators of Diagnostic Testing

Linear signal flow graphs have a variety
of useful applications?-31. A linear signal
flow graph (SFG), is a specialized directed
graph in which nodes represent system
variables, and a directed branch or edge
represents a transmittance from the node at
which the branch originates to the one at
which it terminates. An edge emanating from a
certain node and incident on a (not necessarily
different) node brings to the latter node the
value of the former node weighted (multiplied)
by the transmittance carried by the edge. There
are two main closely-related types of an
SFGE2341 namely

« Mason SFG (employed herein)Bl: This
is an SFG in which the weighted sum of
nodes having arrows incident on a
specified node (sum of the values of
these nodes, each multiplied by the
transmittance on the corresponding edge
towards the specified node) is equal to
the value of the specified node.
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« Coates SFGE8: This is an SFG in which
the aforementioned weighted sum of
nodes with arrows incident on a
specified node is equal to zero.

In general, a linear signal flow graph is
associated with a set of linear scalar equations,
or, equivalently, a matrix equation. The SFG
can be used to solve n linearly-independent
scalar equations in n unknowns (i.e., an
equation involving a full-rank matrix). The
solution depends on the application of
superposition (thanks to linearity) as well as
the construction of certain gain formulas, each
of which relates a required sink node to a
specific source node, subject to the condition
that all other source nodes are killed, i.e., are
set to zero. A gain formula is written through
visual inspection of the graph that leads to the
enumeration of all loops and all source-to-sink
paths, as well as the determination whether
touching exists among subsets of loops or
between each path and these subsets of loops.
Two loops (or one loop and a path) are said to
be touching if they share at least one node.

Rushdi & Rushdi™ attempted to use
Mason SFGs for interpreting, representing,
and comprehending the eight diagnostic
measures of diagnostic testing. Later, Rushdi
& Talmees!® * followed suite in employing the
methodology of digital communication and
DNA replication®! to represent the laws of
total probability governing these measures via
specific SFGs called the Channel Diagram and
the Inverse Channel Diagram. It was noted that
the Channel Diagram and the Inverse Channel
Diagram should be used one at a time. None of
them should be superimposed on the other, for
otherwise the resulting SFG will be singular,
i.e., its 4 will be zero leading to a zero in the
denominator of any Mason gain formula
deduced from the SFG.

In a notable departure from conventional
Mason SFGs, a new type of graphs called

trinomial graphs was introduced to handle
ternary problems of conditional probability!®®:
%1 in general, with a particular stress on the
context of diagnostic testing. These trinomial
graphs have some resemblance with SFGs, and
were later enhanced slightly by Rushdi &
Talmees!® ° to stress their parallelism with
signal flow graphs.

4. Formula Derivation via a Novel Signal
Flow Graph

In this section, we utilize a novel signal
flow graph (SFG) to compute the specificity in
terms of the sensitivity and predictive values (in
the absence of knowledge about the prevalence).
Figure 3 demonstrates this novel SFG, which
resembles the celebrated Channel Diagram
(CD) or the Inverse Channel Diagram (ICD)®!
in the feature that all three graphs use the four
marginal probabilities P(4), P(B), P(A) and
P(B) as graph nodes. However, while either
the CD or the ICD graphs uses four distinct
conditional probabilities as its transmittances,
the new SFG has transmittances that involve
three conditional probabilities only, namely,
P(BlA) =Sensij,P(A|B) :PPVU, and
P(A|B) = NPV;;. Our objective in this section
is to compute a fourth conditional probability
(P(B|A) = Spec;j) in terms of these three
solely.

Each of the CD and ICD graphs
implements the total probability law twice to
express two of its nodes as sink nodes in terms
of the other two as source nodes. Our novel
SFG in Fig. 3, however, treats all four nodes of
marginal probabilities as sink nodes and
expresses them ultimately in terms of two
source nodes of a value of one each. This SFG
uses the total probability law only once to
express the marginal probability P(A) via:

P(A) = P(A|IB)P(B) + P(A|B)P(B). (1)
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The SFG uses Bayes’ rule to express the
marginal  probability P(B) (under the
assumption that P(A|B) is not zero) via,

P(B) =. P(B|A)P(A)/P(A|B) )

Finally, the SFG uses the
complementation law twice to express each of

P(A) and P(B), namely
P(A) = 1.0 — P(4), (3)
P(B) = 1.0 — P(B). (4)

In passing, we note that an earlier (albeit,
aborted) attempt to create a similar SFG
involved combining the CD and ICD together.
The resulting SFG involved four sink nodes,
each expressed via the law of total probability.
This SFG lacks any source nodes and turns out
to be singular of zero delta. In the sequel, we
will assume that all our steps are legitimate, i.e.,
when we encounter any division, we assume
that the divisor is non-zero. Now, we observe
that the SFG of Fig. 3 has two touching loops,
of loop gains

Ly = (P(BIA) /P(AIB)) P(AIB) =
P(B|A). ®)

L, =—(P(BIA)/P(AIB)) P(AIB).  (6)
The delta of the SFG (the denominator of

any Mason Gain Formula (MGF) for the SFGI*>
) is given by

A=1_L1_L2
= 1-PBlA)

P(B|A) _
<P(A|B) x P(AIB)),

= [P(A|B) — P(B|A)P(A|B) +

P(B|A) P(A|B )]/ P(A|B). ()
Utilizing Mason gain formula (MGF)2 3 we
obtain

(1)p(A|1§ )@ _ p(A|]§ )

P(4) = A A

(8)

Now, we apply MGF again, or combine (2) and
(8), to get

_ (P(BJA) _ p(BJA) P(A|B)
P®) = (50m) P@ = dm - ©

The conditional probability P(B|A ) is given by

P(AnB) _ P(A|B) P(B)
P(A) P

P(B|A) = : (10)

with its denominator P (A) being obtained again
by MGF as
_ <p(A|E ) )
PA)=1-PA)=1~|—1—|=
-p(A|B
sor(4[F) i~
When we combine (9)-(11) with (7), we obtain
P(A|B P(B|A )P B
l )p(A|B)_ (4]B)
a-p(A|B)
P(4B) P(B|A) P(A|§ )
[P(A|B)-P(B|A )p(A|B)+p(B|A) P(A|B )|-p(A|B ) p(A|B)
_ P(BJA)[1- P(A|B)-P(A|B )+r(A|B)P(A|B )|
~ p(A|B)P(A|B )+ P(B|A)|1- P(A|B)-P(A|B )]

P(BIA) =

(12)

Therefore the required specificity (P(B|A) =
1— P(B|A)) is given by

P(BIA) )

B P(AIB)P(A|B)[1 — P(B|A)]

~ P(AIB)P(A|B) + P(B|A)[1— P(A|B) — P(A|B)]

Now if we apply symmetry (interchange
of A and B) and/or duality or double
complementation (interchange of A and A, as
well as interchange of B and B), we obtain the
following relations

P(A|B)

_ P(B|4) P(B| 4) [1 = P(A|B)]
- P(BIA)P(BIA) + P(AIB)[1 - P(B|A) — P(B|4)]
P(B|A)

_ P(AIB)P(A|B)[1 — P(B|A)]
~ P(AIB)P(AIB) + P(B|A)[1— P(A|B) — P(A|B)]

(15)
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P(AIB) o B
_ P(B|A) P(B| ) [1 - P(4|B)]
~ P(BIAPBIA) + PAIB1— P(BIA) - P(BIA)]

(16)

We use equations (13-16) to express each

of the four most prominent indicators of

diagnostic  testing (Specificity, Negative

Predictive Value, Sensitivity, and Positive

Predictive Value) solely in terms of the other
three, namely

Spec;;
_ PPVU * NPVU [1 - Sensij]

(13a)

NPV;;
_ Sens;; * Spec;; [1 — PPVy] (14a)
Sens;; = Spec;j + PPV;;j[1 — Sens;; — Spec;j]
Sens;;
~ PPV,; NPV, + Spec;; [1 — PPV;; — NPV,;] (15a)
PPV;;
Sens;; * Spec;; [1 — NPVj;] (16a)

- Sens;; * Spec;; + NPV;; [1 — Sens;; — Spec;j]

Despite the relative simplicity of the four
formulas expressing each of the four
diagnostic indicators in terms of the other
three, they seem not to be well known in the
open literature. We call a set of four values
satisfying these  formulas (to  within
permissible round-off errors) a consistent set.
We define two checking functions of these
four values that we call the Diagnostic
Checking Difference (DCD) and the
Diagnostic Checking Ratio (DCR) that are
exactly 0 and 1, respectively, for consistent
values. The mathematical definition of the
DCD and DCR is

DCD;; = P(B|A) P(B| A) [P(AIB) + P(4|B) — 1
— P(A|B)P(A|B)[P(B|4)
+ P(B|A) — 1]

= Sens;; * Specy; [PPVi; + NPV — 1] —

PPV;; * NPV;j [Sens;j + Spec;; — 1]. (17)

DCR;;
__P(B|A) P(B| A) [P(A|B) + P(A|B) — 1]
~ P(AIB)P(AIB)[P(B|A) + P(B|A) — 1]
_ Sensy; * Spec;; [PPVy; + NPV;; — 1]

PPV;; * NPV;j [Sens;j + Spec;; — 1]

Each of the probability equations (13-16)
or the indicator equations (13a-16a) might be
deduced by equating (17) to O or equating (18)
to 1. This means that each of the various inter-
relationships among the four prominent
indicators of diagnostic testing is simply a
manifestation of the zero value of DCD;; (or,
equivalently, of the unity value of DCR;;). It is
interesting to note that the two checking
functions DCD;; and DCR;; naturally involve
the two dual unbiased indicators called
Youden’s Index (YI;;) (Informedness (I;;)),
and Markedness (M;;)!*? defined by

(18)

Informedness;j =YI;; = I;; =
Sens;;+Spec;; — 1, (19)
Markednessij = MU = PPVl]‘l'NPVl] —1. (20)
With this observation, we can rewrite (17) and
(18) as
DCD;j = Sens;j = Spec;j * Markedness;; —
PPV;j * NPV;j* Informedness;; . (17a)

Sens;jjxSpecijx Markedness;;j
Y T PPVj* NPVj* Informedness;j '

DCR (18a)

The inverse pairs {Sens;;, PPV}, {Specj,
NPV}, and {Informedness,
Markedness;;} constitute elements of DCD;;
and DCR;;. In fact, the former quantity is the
difference of two inverse products, while the
latter one is the ratio of these two inverse
products. The diagnostic checking ratio might
be expressed as the quotient of two functions of

the form

Sij = f(Sens;j, Specy), (19a)
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Pij = f(PPV;j, NPV;j), (19b)
Such that
flab) =220 (190)
5. Assessment of Data Avallable in the
Literature

Taking into consideration the results of
Section 4, we observe that the deviation of the
DCD and the DCR from 0 and 1, respectively,
might be viewed as a measure of inconsistency
for any purported set of the four diagnostic
indicators (sensitivity, specificity, positive
predictive value (PPV), and negative
predictive value (NPV)). Table 1 provides
some extensive tests of some published sets of
these four basic indicators, which are used to
check whether these sets are consistent or not.
For each published set of
{Sens;;, Spec;;, PPV;;, NPV;;} the  table
computes the checking difference DCD;; via
(17), and the checking ratio DCR;; via (18).
also uses equations (13a-16a) to compute a new
value for each of the four prominent indicators
in terms of the old values of the other three
indicators. No attempt has been made to obtain
the limit in certain cases, in which an equation
among (13a-16a) yields an undefined value of
(0/0). In such cases, our EXCEL calculator
inadvertently  reported a division-by-zero
problem though no such problem really exists,
as the correct limit of the undefined value can
always be obtained via appropriate
manipulations. We arbitrarily assume that a
published set is consistent (uncolored entries) if
the absolute value of the relative error is less
than or equal to 2%. We arbitrarily consider
such a small error accountable for by normal or
acceptable round-off errors. Otherwise, we
consider a set to be somewhat problematic or
slightly inconsistent (with error still within 4%,
highlighted in yellow), or inconsistent (with
error still within 6%, highlighted in orange). If
the absolute relative error exceeds 6%, we

arbitrarily label the corresponding set as
dramatically inconsistent (highlighted in red).

In a dominant majority of cases, the
published sets are observed to be practically
consistent (to within permissible round-off
errors). This observation independently attests
to the correctness of our formulas, and eases
some of the growing concern about the
correctness of published scientific resultst“® 44,
However, in a small (albeit significant)
number of cases, we came across sets that are
slightly  inconsistent,  inconsistent,  or
dramatically inconsistent. Some of the
problematic data appear in highly-cited articles
published in prestigious journals. This is
particularly curious, because there is no much
room for error when computing the four
indicators out from the same raw data of true
positives, true negatives, false positives, and
false negatives. Table 1 has sections devoted
to papers selected from the New England
Journal of Medicine and Nature Medicine,
usually viewed as the top two journals in basic
and clinical sciences*?l. Results from these
papers, are just like those from papers in the
rest of the table, as they still contain some
values that are obviously inconsistent. Even
these top journals are not inconsistency free.

Since the four indicators constitute only
three independent entities (rather than four), an
expert is not free to guess the four separately.
Any attempt to estimate the four indicators via
expert opinion should be confined to
estimating only three of them, with the fourth
being deduced numerically. The same
restriction applies to methods devised for
modelling the four indicators. For example,
Coughlin et al.[*®l constructed a logistic model
for the sensitivity, specificity, and the
predictive values of a diagnostic test. They
argued that their modeling approach may be
useful for obtaining smoothed estimates of
sensitivity, specificity, and predictive values,
such as when it is impractical to calculate
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these measures directly for small strata
because of sample size limitations. They
reported values for the four indicators, first
when computed from raw data and later when
computed according to their proposed model.
Table 2 tests both types of values for
consistency, and asserts that all sets of values

obtained by these authors are reasonably
consistent, indeed. An interesting sequel to this
observation is to try to prove that the model of
Coughlin et al.l®®l per se is theoretically
consistent, i.e., consistency extends from the
studied set of values to the model as a whole.

N +1 -1
i
TP:. ll_ i
+1 Y (False Positives)

(True Positives)

(Type I Error)

FN;

-1 (False Negatives)
(Type Il Error)

TN;;
(True Negatives)

Fig. 1. The two-by-two contingency matrix of test or classification i with respect to test or classification j. This matrix has
integer entries that add to the total number of cases N. The symbols A = {j = +1} and B = {i = +1} denote the events

of positive cases according to tests j and i, respectively.

B conditioned

P(A|B) = P(A|B) = P(B|A) = P(B|A) =
P(j=-1li=-1) P(j=+1li=-1) P(i=+1|j=-1) P(i=-1|j =-1)
P(AIB) = P(A|B) = P(B|A) = P(B|A) =
Conditioning
uncomplemented P(j=-1li=+1) P(j=+1li=+1) P(i=+1]j = +1) P(i=-1]j = +1)

=S€n5i]' =TPRU =FNRL]

Conditioned uncomplemented

Fig. 2. Definition of the eight conditional probabilities concerning events A = {j = +1} and B = {i = +1}, which constitute
the eight most prominent indicators of diagnostic testing. The four shaded entries are direct measures, usually taken

for the most basic ones.
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P(B|A)/P(A|B)

>
P(B) P(4)

P(A|B)

P(B) P(A)

Fig. 3. A signal flow graph that uses the total probability law to express P(4), Bayes’ rule to express P(B), and
complementation to express P(4) and P(B), with transmittances that involve three conditional probabilities only.

Table 1. Checking consistency among sets of the four prominent diagnostic indicators published in various sources in the
open literature. In a dominant majority of cases, the published sets are consistent (uncolored entries), and in a small
number of cases, there are sets that are somewhat problematic (highlighted in yellow), or dramatically inconsistent
(highlighted in red). Exact meanings of colors are given in the sub-table below.

Original Values Checking Values Computed Values

Sensii Specl] PPVl NPV“ DCD“ DCR“ Sensii Specl] PPVl NPVl

1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | #DIV/0! | #DIV/0! | #DIV/0! | #DIV/0!
0.8000 | 0.8528 | 0.6222 | 0.9336 | 0.0000 | 1.0000 | 0.7999 | 0.8527 | 0.6224 | 0.9336

0.8400 | 0.8088 | 0.4667 | 0.9621 | 0.0000 | 1.0000 | 0.8400 | 0.8088 | 0.4666 | 0.9621
1 (4]
0.8571 | 0.7915 | 0.4000 | 0.9716 | 0.0000 | 1.0001 | 0.8573 | 0.7918 | 0.3996 | 0.9716

Source

0.8571 | 0.8286 | 0.5333 | 0.9621 | 0.0000 | 1.0000 | 0.8572 | 0.8287 | 0.5332 | 0.9621

0.9207 | 0.8655 | 0.6444 | 0.9763 | 0.0000 | 1.0000 | 0.9206 | 0.8654 | 0.6446 | 0.9763
0.6538 | 0.5024 | 0.1417 | 0.9204 | 0.0000 | 1.0013 | 0.6541 | 0.5027 | 0.1416 | 0.9203

0.8846 | 0.4493 | 0.1679 | 0.9688 | 0.0000 | 1.0003 | 0.8848 | 0.4498 | 0.1676 | 0.9687
2 ] 0.5000 | 0.8454 | 0.2889 | 0.9309 | 0.0000 | 1.0002 | 0.5002 | 0.8455 | 0.2887 | 0.9308 [44]
0.8462 | 0.8792 | 0.4681 | 0.9785 ] 0.0000 | 1.0000 | 0.8462 | 0.8792 | 0.4680 | 0.9785

0.3462 | 0.9469 | 0.4500 | 0.9202 | 0.0000 | 0.9999 | 0.3460 | 0.9469 | 0.4502 | 0.9203
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0.3846 | 0.9807 | 0.7143 | 0.9269 | 0.0000 | 0.9999 | 0.3842 | 0.9807 | 0.7146 | 0.9270
0.7250 | 0.6500 | 0.8610 | 0.4410 | -0.0001] 0.9995 | 0.7246 | 0.6496 | 0.8612 | 0.4415
3 1 0.9500 | 0.5750 | 0.8700 | 0.7930 | 0.0000 | 0.9999 | 0.9499 | 0.5744 | 0.8703 | 0.7934 [45, Abstract]
0.9330 | 0.6000 | 0.8750 | 0.7500 | 0.0001 | 1.0003 | 0.9333 | 0.6013 | 0.8744 | 0.7490
0.6700 | 0.8800 | 0.9300 | 0.5000 | -0.0022] 0.9913 | 0.6443 | 0.8674 | 0.9371 | 0.5285
0.2400 | 1.0000 | 1.0000 | 0.3000 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/0!
4 10.2400 | 1.0000 | 1.0000 | 0.3000 | 0.0000 | 1.0000 | #DIV/0!| 1.0000 | 1.0000 | #DIV/0! [46]
0.9500 | 0.8800 | 0.9500 | 0.8800 | 0.0000 | 1.0000 | 0.9500 | 0.8800 | 0.9500 | 0.8800
0.9000 | 0.8800 | 0.9500 | 0.7800 | 0.0002 | 1.0003 | 0.9018 | 0.8821 | 0.9490 | 0.7765
0.8300 | 0.9300 | 0.8900 | 0.9000 | 0.0010 | 1.0017 | 0.8457 | 0.9372 | 0.8782 | 0.8891
5 1 0.8600 | 0.4100 | 0.4800 | 0.8300 | 0.0017 | 1.0162 | 0.8664 | 0.4232 | 0.4665 | 0.8222 [47]
0.7200 | 0.9300 | 0.8800 | 0.8400 | 0.0016 | 1.0034 | 0.7434 | 0.9374 | 0.8668 | 0.8233
0.9570 | 0.9510 | 0.8650 | 0.9860 | 0.0001 | 1.0001 | 0.9588 | 0.9530 | 0.8598 | 0.9854
0.9570 | 0.9650 | 0.9000 | 0.9860 | 0.0000 | 1.0001 | 0.9583 | 0.9661 | 0.8970 | 0.9855
0.9150 | 0.9720 | 0.9150 | 0.9720 | 0.0000 | 1.0000 | 0.9150 | 0.9720 | 0.9150 | 0.9720
° 0.9150 | 0.9930 | 0.9770 | 0.9730 | 0.0000 | 1.0000 | 0.9152 | 0.9930 | 0.9769 | 0.9729 8l
0.8940 | 0.9930 | 0.9770 | 0.9660 | 0.0000 | 1.0000 | 0.8948 | 0.9931 | 0.9768 | 0.9657
0.8940 | 1.0000 | 1.0000 | 0.9660 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/0!
0.9179 | 0.6333 | 0.8491 | 0.6250 | -0.0169 | 0.9422
0.8794 | 0.5194 | 0.7746 | 0.6400 | -0.0083 | 0.9579 | 0.8497 0.8159
0.8520 | 0.4944 | 0.7714 | 0.6154 | -0.0015] 0.9908 | 0.8467 | 0.4840 | 0.7787 | 0.6252
0.8369 | 0.5730 | 0.7727 | 0.5667 | -0.0167
7 10.8865 | 0.6204 | 0.8088 | 0.6786 | -0.0102 | 0.9635 | 0.8453 [49]
0.8723 | 0.5000 | 0.7931 | 0.5789 | -0.0087 | 0.9492 | 0.8405 0.8325
0.8723 | 0.4667 | 0.7895 | 0.5500 | -0.0090 0.8397 0.8302
0.8511 | 0.5333 | 0.8000 | 0.5455 | -0.0109 0.8077 0.8448
0.9179 | 0.6333 | 0.8491 | 0.6250 | -0.0169 | 0.9422
0.1370 | 1.0000 | 1.0000 | 0.4880 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000
0.1640 | 1.0000 | 1.0000 | 0.4960 | 0.0000 | 1.0000 | #DIV/0!| 1.0000 | 1.0000
0.1920 | 0.9830 | 0.9330 | 0.5000 | 0.0001 | 1.0010 | 0.1941 | 0.9832 | 0.9322 | 0.4967
8 0.3010 | 0.9670 | 0.9120 | 0.5320 | -0.0008 ] 0.9939 | 0.2868 | 0.9647 | 0.9174 | 0.5491 (=01
0.4520 | 0.9170 | 0.8680 | 0.5780 | -0.0003] 0.9985 | 0.4491 | 0.9161 | 0.8693 | 0.5809
0.7120 | 0.6170 | 0.6930 | 0.6380 | -0.0001] 0.9996 | 0.7118 | 0.6167 | 0.6932 | 0.6382
0.7700 | 0.7000 | 0.2400 | 0.9600 | -0.0005] 0.9955 | 0.7646 | 0.6936 | 0.2456 | 0.9611
0.3200 | 0.9100 | 0.2900 | 0.9100 | -0.0025 | 0.9595 0.8977 0.9209
0.6800 | 0.7200 | 0.2300 | 0.9500 | 0.0007 | 1.0083 | 0.6882 | 0.7276 | 0.2234 | 0.9482
° 0.7500 | 0.6200 | 0.2000 | 0.9500 | -0.0006 | 0.9922 | 0.7443 | 0.6129 | 0.2048 | 0.9514 Bl
0.6500 | 0.7800 | 0.2600 | 0.9500 | 0.0003 | 1.0024 | 0.6531 | 0.7824 | 0.2574 | 0.9493
0.7800 | 0.6900 | 0.2300 | 0.9700 | 0.0028 | 1.0265 | 0.8127 0.9635
10 | 0.6964 | 0.7788 | 0.2327 | 0.9638 | 0.0000 | 1.0000 | 0.6964 | 0.7788 | 0.2327 | 0.9638 [52]
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0.6633 | 0.8198 | 0.2618 | 0.9619 | 0.0000 | 0.9999 | 0.6631 | 0.8197 | 0.2620 | 0.9619
0.6360 | 0.8486 | 0.2881 | 0.9603 | 0.0000 | 0.9999 | 0.6359 | 0.8485 | 0.2882 | 0.9603
0.5928 | 0.8881 | 0.3380 | 0.9577 | 0.0000 | 1.0000 | 0.5929 | 0.8881 | 0.3379 | 0.9577
0.5430 | 0.9075 | 0.3613 | 0.9537 | 0.0000 | 1.0000 | 0.5429 | 0.9075 | 0.3614 | 0.9537
0.4230 | 0.9448 | 0.4530 | 0.9448 | 0.0016 | 1.0099 0.9508 -@
0.5680 | 0.6630 | 0.3092 | 0.8525 | 0.0000 | 1.0001 | 0.5680 | 0.6630 | 0.3092 | 0.8525
0.5178 | 0.7263 | 0.3345 | 0.8501 | 0.0000 | 1.0002 | 0.5179 | 0.7264 | 0.3344 | 0.8501
0.4485 | 0.7896 | 0.3616 | 0.8435 | 0.0000 | 1.0001 | 0.4486 | 0.7896 | 0.3615 | 0.8435
0.9510 | 0.7550 | 0.3360 | 0.9920 | 0.0002 | 1.0008 | 0.9532 | 0.7638 | 0.3254 | 0.9916
11 | 0.8050 | 0.9490 | 0.6800 | 0.9770 | 0.0010 | 1.0020 | 0.8291 | 0.9563 | 0.6439 | 0.9731 [53]
0.2680 | 0.9900 | 0.7860 | 0.9120 | 0.0003 | 1.0014 | 0.2777 | 0.9905 | 0.7776 | 0.9080
1.0000 | 0.2060 | 0.8650 | 0.9880 | -0.0003 | 0.9981 | 0.9995 1.0000
1.0000 | 0.0720 | 0.8920 | 0.9590 | -0.0003 | 0.9948 | 0.9996 1.0000
1.0000 | 0.0680 | 0.8920 | 0.9560 | -0.0003 | 0.9944 | 0.9996 1.0000
0.9990 | 0.4680 | 0.7840 | 0.9970 | 0.0001 | 1.0003 | 0.9993 0.9959
0.9990 | 0.0540 | 0.6490 | 0.9600 | -0.0002 | 0.9949 | 0.9987 0.9686
0.9990 | 0.0510 | 0.6490 | 0.9570 | -0.0002 ] 0.9942 | 0.9987 0.9667
0.9970 | 0.0880 | 0.2700 | 0.9900 | 0.0001 | 1.0040 | 0.9974 0.9886
12 0.9990 | 0.0610 | 0.4350 | 0.9850 | -0.0001 | 0.9956 | 0.9987 0.9883 (>4
0.9990 | 0.0310 | 0.5220 | 0.9650 | 0.0000 | 0.9980 | 0.9989 | 0.0293 | 0.5369 | 0.9670
0.9990 | 0.0280 | 0.5220 | 0.9600 | 0.0000 | 0.9965 | 0.9989 0.5453 | 0.9634
0.9980 | 0.3750 | 0.2610 | 0.9990 | 0.0000 | 1.0005 | 0.9983 0.9988
0.9990 | 0.0310 | 0.5220 | 0.9650 | 0.0000 | 0.9980 | 0.9989 | 0.0293 | 0.5369 | 0.9670
0.9990 | 0.0280 | 0.5220 | 0.9600 | 0.0000 | 0.9965 | 0.9989 0.5453 | 0.9634
0.9990 | 0.0630 | 0.4350 | 0.9860 | -0.0001] 0.9964 | 0.9988 0.9887
0.6600 | 0.8100 | 0.7600 | 0.7200 | -0.0006 | 0.9978 | 0.6564 | 0.8075 | 0.7629 | 0.7232
0.5700 | 0.8800 | 0.8100 | 0.7000 | 0.0007 | 1.0026 | 0.5756 | 0.8824 | 0.8064 | 0.6951
0.7100 | 0.7200 | 0.7000 | 0.7300 | 0.0001 | 1.0004 | 0.7104 | 0.7204 | 0.6996 | 0.7296
0.7900 | 0.6900 | 0.7000 | 0.7500 | -0.0067 | 0.9734 | 0.7587 | 0.6504 | 0.7362 | 0.7821
0.8200 | 0.5500 | 0.6200 | 0.7700 | -0.0007 | 0.9958 | 0.8172 | 0.5453 | 0.6245 | 0.7734
0.8400 | 0.3200 | 0.5300 | 0.7000 | 0.0025 | 1.0415 | 0.8483 | 0.3339 | 0.5143 | 0.6866
0.8400 | 0.3200 | 0.5300 | 0.7000 | 0.0025 | 1.0415 | 0.8483 | 0.3339 | 0.5143 | 0.6866
1 0.8400 | 0.3200 | 0.5300 | 0.7000 | 0.0025 | 1.0415 | 0.8483 | 0.3339 | 0.5143 | 0.6866 55]
0.5300 | 0.7900 | 0.7000 | 0.6500 | 0.0009 | 1.0065 | 0.5353 | 0.7935 | 0.6955 | 0.6451
0.6900 | 0.7600 | 0.7300 | 0.7300 | 0.0014 | 1.0059 | 0.6977 | 0.7666 | 0.7228 | 0.7228
0.6600 | 0.7900 | 0.7400 | 0.7200 | 0.0001 | 1.0004 | 0.6605 | 0.7904 | 0.7396 | 0.7196
0.6100 | 0.8800 | 0.8200 | 0.7100 | -0.0008| 0.9973 | 0.6033 | 0.8770 | 0.8241 | 0.7157
0.4600 | 0.7600 | 0.6400 | 0.6100 | 0.0015 | 1.0176 | 0.4675 | 0.7655 | 0.6330 | 0.6028
0.3500 | 0.8600 | 0.7000 | 0.5900 | 0.0006 | 1.0065 | 0.3534 | 0.8618 | 0.6968 | 0.5864
14 1 0.7600 | 0.7190 | 0.1010 | 0.9860 | -0.0002 | 0.9966 | 0.7556 | 0.7142 | 0.1032 | 0.9863 [56]
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0.6670 | 0.7980 | 0.0620 | 0.9920 | 0.0001 | 1.0050 | 0.6748 | 0.8036 | 0.0600 | 0.9917

0.6670 | 0.8000 | 0.0670 | 0.9910 | -0.0001] 0.9981 | 0.6641 | 0.7979 | 0.0678 | 0.9911

0.8303 | 0.6540 | 0.0900 | 0.9900 | 0.0003 | 1.0067 | 0.8382 | 0.6668 | 0.0854 | 0.9894

0.8571 | 0.6393 | 0.6207 | 0.8667 | 0.0000 | 1.0001 | 0.8572 | 0.6395 | 0.6205 | 0.8666

0.6905 | 0.9344 | 0.8788 | 0.8143 | 0.0000 | 1.0000 | 0.6906 | 0.9344 | 0.8787 | 0.8142

0.5476 | 0.9836 | 0.9583 | 0.7595 | 0.0000 | 1.0000 | 0.5475 | 0.9836 | 0.9583 | 0.7596
15 ] 0.7100 | 0.8852 | 0.8108 | 0.8182 | 0.0005 | 1.0012 | 0.7144 | 0.8874 | 0.8075 | 0.8150 [57]

0.9800 | 0.5902 | 0.6212 | 0.9730 | -0.0010| 0.9972 | 0.9762 0.9773

0.6400 | 0.9672 | 0.9310 | 0.7973 | 0.0001 | 1.0002 | 0.6428 | 0.9676 | 0.9302 | 0.7953

0.9048 | 0.2950 | 0.4690 | 0.8182 | 0.0000 | 0.9998 | 0.9048 | 0.2949 | 0.4691 | 0.8183

0.0180 | 0.9880 | 0.0930 | 0.9380 | 0.0000 | 1.0533 | 0.0185 | 0.9883 | 0.0907 | 0.9364

0.2450 | 0.8710 | 0.1110 | 0.9460 | 0.0000 | 0.9986 | 0.2447 | 0.8708 | 0.1112 | 0.9461

0.5950 | 0.6050 | 0.0910 | 0.9580 | 0.0002 | 1.0117 | 0.5985 | 0.6085 | 0.0898 | 0.9574

0.8650 | 0.3180 | 0.0770 | 0.9730 | 0.0000 | 1.0031 | 0.8657 | 0.3194 | 0.0766 | 0.9728

0.9740 | 0.1450 | 0.0770 | 0.9880 | 0.0001 | 1.0140 | 0.9759 0.9870 (58]
16 58

0.0580 | 0.9880 | 0.4730 | 0.8510 | 0.0001 | 1.0027 | 0.0586 | 0.9881 | 0.4702 | 0.8496

0.4040 | 0.8710 | 0.3650 | 0.8890 | 0.0001 | 1.0016 | 0.4054 | 0.8717 | 0.3636 | 0.8884

0.7510 | 0.6050 | 0.2590 | 0.9300 | 0.0001 | 1.0014 | 0.7520 | 0.6062 | 0.2580 | 0.9297
0.9260 | 0.3180 | 0.1990 | 0.9590 | 0.0000 | 0.9992 | 0.9257 | 0.3171 | 0.1996 | 0.9592

0.9860 | 0.1450 | 0.1750 | 0.9820 | -0.0001] 0.9971 | 0.9856 | 0.1411 | 0.1796 | 0.9826

0.9300 | 0.2400 | 0.6600 | 0.6800 | -0.0004] 0.9947 | 0.9289 | 0.2369 | 0.6638 | 0.6837

17 ] 0.9400 | 0.2600 | 0.6700 | 0.7200 | -0.0012| 0.9879 | 0.9369 | 0.2499 | 0.6816 | 0.7305 [59]
0.9500 | 0.2300 | 0.6600 | 0.7300 | -0.0015] 0.9826 | 0.9462 | 0.2164 | 0.6773 | 0.7451

0.9230 | 0.5000 | 0.9091 | 0.5455 | 0.0000 | 1.0001 | 0.9231 | 0.5003 | 0.9090 | 0.5452
0.7537 | 0.7537 | 0.9225 | 0.3132 | -0.0127 ‘
1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | #DIV/0! | #DIV/0! | #DIV/0! | #DIV/0!
0.8217 | 1.0000 | 1.0000 | 0.3429 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 |#DIV/0O!

1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | #DIV/0! | #DIV/0! | #DIV/0! | #DIV/0!
18 | 0.9700 | 0.3500 | 0.5540 | 0.7560 | -0.0288 [60]
0.9090 | 0.4400 | 0.7060 | 0.4370 | -0.0505
0.8910 | 0.7100 | 0.4790 | 0.8550 | -0.0348

0.9530 | 0.7990 | 0.9270 | 0.7850 | -0.0051 | 0.9907 | 0.9210 0.9567

0.4000 | 0.7390 | 0.8500 | 0.2860 | 0.0064 0.7730 | 0.8249

0.9000 | 0.9370 | 0.8910 | 0.8040 | -0.0135] 0.9775

0.2800 | 0.8900 | 0.7600 | 0.5000 | 0.0002 | 1.0030 | 0.2813 | 0.8906 | 0.7588 | 0.4984

0.8600 | 0.4300 | 0.6500 | 0.7100 | -0.0007 | 0.9947 | 0.8577 | 0.4253 | 0.6543 | 0.7139
19 [61]
0.2200 | 0.8900 | 0.7700 | 0.4100 | 0.0005 | 1.0149 | 0.2233 | 0.8919 | 0.7666 | 0.4053

0.7500 | 0.5900 | 0.7500 | 0.5900 | 0.0000 | 1.0000 | 0.7500 | 0.5900 | 0.7500 | 0.5900

0.3333 | 0.7937 | 0.1333 | 0.9259 | 0.0000 | 0.9991 | 0.3331 | 0.7936 | 0.1334 | 0.9260
20 [62]
0.3333 | 0.9481 | 0.2667 | 0.9617 | 0.0000 | 1.0000 | 0.3333 | 0.9481 | 0.2667 | 0.9617
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0.0000 | 0.9847 | 0.0000 | 0.9485 | 0.0000 | *PV/°| 00000 | #DIVI0! | 0.0000 | #DIVIO!
0.4167 | 0.9592 | 0.3846 | 0.9641 | 0.0000 [ 1.0000 | 0.4165 | 0.9502 | 0.:3848 | 0.9641
0.2708 | 0.9214 | 0.1962 | 0.9501 [ 0.0007 | 1.0189 | 0.2839 | 0.9260 | 0.1861 | 0.9460
0.1848 | 0.0865 | 0.1662 | 0.0175 -0.0109
0.3846 | 0.9237 | 0.3333 | 0.9380 | 0.0000 | 1.0000 | 0.3845 | 0.9237 | 03334 | 0.9380
0.2727 | 0.9528 | 0.2308 | 0.9619 | 0.0000 [ 1.0001 | 0.2729 | 0.9528 | 0.2306 | 0.9619
0.0000 | 0.9466 | 0.0000 | 0.9466 | 0.0000 #D'!V’O 0.0000 | #DIV/0! | 0.0000 | #DIV/0!
0.4167 | 0.9796 | 0.5556 | 0.9648 | 0.0000 | 1.0000 | 0.4164 | 0.9796 | 05559 | 0.9648
0.2685 | 0.9507 | 0.2799 | 0.9528 | 0.0009 | 1.0161 0.9553 0.9479
0.1893 | 0.0230 | 0.2307 | 0.0127 | -0.0010
0.9167 | 0.9048 | 0.9167 | 0.9048 | 0.0000 | 1.0000 | 0.9267 | 0.9048 | 09167 | 0.9048
0.8571 | 1.0000 | 1.0000 | 0.8095 | 0.0000 | 1.0000 | #D1v/0r | 1.0000 | 1.0000 |#DIVIO!
?! 08333 | 0.9524 | 09524 | 0.8333 | 0:0000 | L0000 | 08333 | 09524 | 0.9524 | 0.8333 (03]
0.7500 | 1.0000 | 1.0000 | 0.7083 | 0.0000 | 1.0000 | #D1v/0r | 1.0000 | 1.0000 |#DIVIO!
0.5940 | 0.9030 | 0.1700 | 0.9850 [ -0.0001 | 0.9990 | 0.5010 | 0.9019 | 0.1718 | 0.9852
0.1880 | 0.9540 | 0.1200 | 0.9720 [ -0.0001 | 0.9962 | 0.1858 | 0.9534 | 0.1215 | 0.9724
0.0630 | 0.9340 | 0.0310 | 0.9670 | 0.0000 0.0621 | 09331 | 0.0314 | 0.9675
0.0310 | 0.9660 | 0.0300 | 0.9680 | 0.0000 | 0.0319 | 09669 | 0.0292 | 0.9671
0.6560 | 0.8370 | 0.1190 | 0.9860 [ -0.0002] 0.9967 | 0.6494 | 0.8330 | 0.1221 | 0.9864
% ['0.7580 | 0.7920 | 01160 | 09890 [ -0.0001 | 09990 | 07560 | 07902 | 0.1271 | 0.9891 (641
05170 | 0.9120 | 0.1770 | 0.9810 | 0.0000 [ 2.0002 | 0.5272 | 0.9121 | 01769 | 0.9810
0.2940 | 0.8660 | 0.0740 | 0.9710 | 0.0000 [ 0.9966 | 0.2028 | 0.8653 | 0.0744 | 0.9712
0.2730 | 0.9320 | 0.1270 | 0.9730 | 0.0001 [ 1.0044 | 0.2767 | 0.9332 | 0.1250 | 0.9725
0.7930 | 0.7160 | 0.0930 | 0.9900 | 0.0003 | 1.0056 | 0.8011 | 0.7260 | 0.0889 | 0.9895
0.9800 | 0.9800 | 0.9800 | 0.9800 | 0.0000 [ 2.0000 | 0.9800 | 0.9800 | 0.9800 | 0.9800
0.2900 | 0.9400 | 0.8300 | 0.5500 [ -0.0014] 0.9866 | 0.2758 | 0.9350 | 0.8396 | 0.5672
0.8700 | 0.9000 | 0.9000 | 0.8600 [ -0.0009 | 0.9985 | 0.8600 | 0.8920 | 0.9075 | 0.8700
0.8200 | 0.9900 | 0.9600 | 0.9200 [ -0.0010] 0.9986 0.9838 | 09751 | 0.9495
23 | 0.6100 | 0.5700 | 0.4100 | 0.7500 [ 0.0003 [ 1.0051 | 0.6113 | 05713 | 0.4087 | 0.7490 [65]
0.4200 | 0.9900 | 0.9300 | 0.7800 [ -0.0022 [ 0.9926 0.9849 m-
0.9000 | 1.0000 | 1.0000 | 0.9400 | 0.0000 | 1.0000 | #D1v/0r | 1.0000 | 1.0000 |#DIVIO!
0.2300 | 0.9700 | 0.8200 | 0.6600 [ -0.0012 ] 0.9804 0.9673 | 08326 | 0.6795
0.7200 | 0.9800 | 0.9700 | 0.8500 | 0.0014 | 1.0025 0.9862 | 0.9570
0.5140 | 1.0000 | 1.0000 | 0.2610 | 0.0000 | 1.0000 | #D1v/0r | 1.0000 | 1.0000 |#DIVIO!
0.4620 | 1.0000 | 1.0000 | 0.1250 | 0.0000 | 1.0000 | #D1v/0r | 1.0000 | 1.0000
?* (01710 | 10000 | 10000 | 00710 | 00000 | 0000 | #DIv/0t | 1.0000 | 1.0000 s
0.9760 | 0.8570 | 0.9760 | 0.8570 | 0.0000 | 2.0000 | 0.9760 | 0.8570 | 09760 | 0.8570
0.0556 | 0.9600 | 0.1429 | 0.8944 | 0.0000 | 0.9985 | 0.0556 | 0.9600 | 0.1430 | 0.8945
25 | 05556 | 0.9467 | 05556 | 0.9467 [ 0.0000 | 1.0000 | 0.5556 | 0.9467 | 0.5556 | 0.9467 [67]
0.2222 | 0.9467 | 0.3333 | 0.9203 | 0.0000 [ 2.0000 | 0.2222 | 0.9467 | 03333 | 0.9103
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0.5000

0.5300

0.4700

0.6700

0.9100

0.2200

0.4000

0.8000

0.8200

0.3000

0.4100

0.7500

[ vl el
oo | oms | o | o5t

0.0217 \

[69]

0.3600

0.8400

0.4000

0.7300

0.5000

0.7800

0.6400

0.7300

0.4600

0.8100

0.5700

0.7100

1.0000

0.2700

0.4300

1.0000

0.8100

0.3700

0.4400

0.8000

0.5000

0.8400

0.6700

0.7600

0.4800

0.6800

0.5200

0.7200

0.6800

0.8200

0.6800

0.9700

0.5000

0.6300

0.4500

0.6900

0.7700

0.6300

0.5700

0.8300

0.5973

#DIV/0!

0.6591

0.5386

0.8113

0.8600

0.5000

0.3900

0.9100

0.9100

0.4700

0.4300

0.9000

29

0.9600

0.0700

0.1500

0.9000

0.0500

0.9800

0.1000

0.9600

0.5128

0.3779

0.9057

[70]

0.4500

1.0000

1.0000

0.5300

#DIV/0!

0.4700

0.8600

0.5000

0.8500

0.4798

0.8647

0.4901

0.8449

0.7100

0.7900

0.7200

0.7700

0.6959

0.7786

0.7334

0.7817

[24]
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0.9500 | 0.5750 | 0.8700 | 0.7930 | 0.0000 | 0.9999 | 0.9499 | 05744 | 0.8703 | 0.7934
0.7250 | 0.8750 | 0.9460 | 0.5150 | 0.0001 | 1.0005 | 0.7266 | 0.8759 | 0.9456 | 0.5130
0.8750 | 0.6500 | 0.8820 | 0.6340 | -0.0001 | 0.9997 | 0.8746 | 0.6491 | 0.8824 | 0.6349
0.9750 | 0.1250 | 0.7700 | 0.6250 | 0.0000 | 1.0003 | 0.9750 | 0.1252 | 0.7697 | 0.6247
0.7580 | 0.4750 | 0.8120 | 0.3960 | 0.0000 | 0.9996 | 0.7579 | 0.4748 | 0.8121 | 0.3962
30 | 0.7250 | 0.5000 | 0.8130 | 0.3770 | -0.0001 | 0.9987 | 0.7246 | 0.4995 | 0.8133 | 0.3775 [45, Tables]
0.5500 | 0.6500 | 0.8350 | 0.3330 o.oo44|- 0.5763 | 0.6740 | 0.8197 !
0.9670 | 0.1000 | 0.7630 | 0.5000 | -0.0001 | 0.9950 | 0.9666 | 0.0990 | 0.7650 | 0.5028
0.7420 | 0.6250 | 0.8560 | 0.4460 | -0.0001| 0.9996 | 0.7417 | 0.6246 | 0.8562 | 0.4464
0.7250 | 0.6250 | 0.8530 | 0.4310 | 0.0000 | 1.0001 | 0.7251 | 0.6251 | 0.8530 | 0.4309
0.6750 | 0.6500 | 0.8530 | 0.4000 | 0.0001 | 1.0010 | 0.6756 | 0.6507 | 0.8526 | 0.3993
0.2860 | 0.9600 | 0.5260 | 0.8970 | 0.0001 | 1.0006 | 0.2871 | 0.9602 | 0.5247 | 0.8965
0.1180 | 0.9610 | 0.2670 | 0.9000 | 0.0000 | 0.9976 | 0.1174 | 0.9608 | 0.2681 | 0.9005
* 0.2340 | 0.9520 | 0.4310 | 0.8890 | 0.0000 | 1.0003 | 0.2342 | 0.9521 | 0.4307 | 0.8889 4]
0.1710 | 0.9670 | 0.3870 | 0.9060 | 0.0001 | 1.0013 | 0.1719 | 0.9672 | 0.3854 | 0.9054
0.9400 | 0.6200 | 0.5500 | 0.9600 | 0.0015 | 1.0052 | 0.9473 | 0.6519 !ﬂ
0.9000 | 0.7300 | 0.6200 | 0.9400 | 0.0008 | 1.0021 | 0.9043 | 0.7396 | 0.6083 | 0.9372
0.8600 | 0.8000 | 0.6700 | 0.9200 | -0.0009 | 0.9978 | 0.8537 | 0.7917 | 0.6812 | 0.9237
0.8000 | 0.8800 | 0.7600 | 0.9000 | -0.0005 | 0.9990 | 0.7953 | 0.8769 | 0.7652 | 0.9026
0.7300 | 0.9200 | 0.8100 | 0.8800 | 0.0001 | 1.0002 | 0.7311 | 0.9204 | 0.8092 | 0.8794
0.6400 | 0.8500 | 0.6700 | 0.8300 | -0.0005| 0.9982 | 0.6363 | 0.8479 | 0.6736 | 0.8323
0.8400 | 0.5400 | 0.4700 | 0.8800 | 0.0016 | 1.0101 | 0.8471 | 0.5533 | 0.4566 | 0.8742
0.9400 | 0.6200 | 0.5500 | 0.9600 | 0.0015 | 1.0052 | 0.9473 | 0.6519 -@
32 | 0.9200 | 0.5900 | 0.5200 | 0.9300 | -0.0002 | 0.9992 | 0.9091 | 0.5874 | 0.5227 | 0.9307 [71]
0.6900 | 0.8600 | 0.7600 | 0.8100 | -0.0003| 0.9990 | 0.6873 | 0.8585 | 0.7623 | 0.8119
0.4200 | 0.8300 | 0.3600 | 0.8600 | -0.0007 | 0.9909 | 0.4144 | 0.8267 | 0.3653 | 0.8627
0.8800 | 0.5000 | 0.5300 | 0.8700 | 0.0008 | 1.0045 | 0.8830 | 0.5072 | 0.5229 | 0.8667
0.6700 | 0.5900 | 0.2700 | 0.8900 | 0.0008 | 1.0123 | 0.6753 | 0.5958 | 0.2653 | 0.8876
0.9600 | 0.5200 | 0.5600 | 0.9600 | 0.0015 | 1.0060 | 0.9657
0.8300 | 0.8000 | 0.4800 | 0.9600 | 0.0019 | 1.0064 | 0.8471
0.9300 | 0.5400 | 0.5600 | 0.9200 | -0.0011| 0.9955 | 0.9258 | 0.5242 | 0.5756 | 0.9246
0.8300 | 0.6800 | 0.3700 | 0.9500 | 0.0013 | 1.0075 | 0.8400 | 0.6956 | 0.3532 | 0.9464
Nature
0.2460 | 0.9330 | 0.3650 | 0.8880 | 0.0001 | 1.0009 | 0.2466 | 0.9332 | 0.3643 | 0.8877
0.3170 | 0.8840 | 0.2980 | 0.8920 | -0.0002| 0.9965 | 0.3151 | 0.8831 | 0.2998 | 0.8928
33 | 0.1830 | 0.9330 | 0.2990 | 0.8800 | 0.0000 | 1.0013 | 0.1834 | 0.9332 | 0.2984 | 0.8797 [72]
0.0850 | 0.9510 | 0.2110 | 0.8690 | -0.0001 | 0.9797 | 0.0837 | 0.9502 | 0.2137 | 0.8708
0.2890 | 0.8990 | 0.3080 | 0.8900 | -0.0001 | 0.9982 | 0.2880 | 0.8986 | 0.3090 | 0.8905
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0.0560 | 0.9860 | 0.3810 | 0.8700 [ -0.0001 ] 0.9955 | 0.0553 | 0.9858 | 03843 | 0.8716
0.3940 | 0.7210 | 0.1810 | 0.8840 [ 0.0001 [ 1.0035 | 0.3046 | 0.7215 | 0.1806 | 0.8838
0.3660 | 0.8470 | 0.2720 | 0.8960 | 0.0002 [ 1.0033 | 0.3677 | 0.8479 | 0.2706 | 0.8953
0.5560 | 0.6050 | 0.1800 | 0.8970 [ -0.0001 | 0.9964 | 0.5552 | 0.6042 | 0.1805 | 0.8973
0.4150 | 0.7740 | 0.2230 | 0.8950 | 0.0002 | 1.0048 | 0.4167 | 07752 | 0.2218 | 0.8044
0.3730 | 0.8640 | 0.2990 | 0.8980 [ -0.0001 [ 0.9977 | 0.3715 | 0.8632 | 03003 | 0.8986
0.3450 | 0.8650 | 0.2850 | 0.8940 [ -0.0001 ] 0.9984 | 0.3441 | 0.8645 | 0.2858 | 0.8044
0.6500 | 0.7800 | 0.6900 | 0.7500 | 0.0006 | 1.0025 | 0.6532 | 0.7824 | 0.6870 | 0.7474
%% 106600 | 0.8300 | 05800 | 0.8700 [ -0.0007] 0.9970 | 0.6543 | 08264 | 05861 | 08728 (73]
35 | 0.6700 | 0.9200 | 0.8000 | 0.9240 [ 0.0101 [ 1.0233 0.9599 [74]
0.7800 | 0.8460 | 0.8420 | 0.7860 | 0.0001 [ 1.0003 | 0.7808 | 0.8466 | 08413 | 0.7852
0.8050 | 0.8970 | 0.8920 | 0.8140 | 0.0001 [ 1.0002 | 0.8058 | 0.8975 | 08915 | 0.8132
% 107560 | 0.8460 | 07560 | 0.8380 | 0.0015] 09961 | 0.7447 | 0:8380 | 0.7669 | 0.8460 (73]
0.7560 | 0.8710 | 0.8380 | 0.7670 | -0.0046 | 0.9885 | 0.7261 | 0.8461 | 0.8640 | 0.8018
0.5200 | 0.9200 | 0.7700 | 0.7800 [ -0.0011] 0.9957 | 0.5079 | 0.9164 | 0.7785 | 0.7882
0.7000 | 0.8100 | 0.8300 | 0.6800 | 0.0013 | 1.0046 | 0.7088 | 0.8164 | 0.8240 | 0.6708
0.5200 | 0.9800 | 0.7800 | 0.9300 [ -0.0009| 0.9976 | 0.4901 | 0.9775 | 0.7998 | 0.9374
0.5900 | 0.7900 | 0.7700 | 0.6200 | 0.0004 | 1.0020 | 0.5022 | 0.7915 | 0.7684 | 0.6179
3" 109600 | 0.5700 | 09600 | 0.5700 | 0.0000 | 10000 | 0.9600 | 05700 | 0.9600 | 05700 [7e]
0.7800 | 0.6200 | 0.8300 | 0.5400 [ -0.0003] 0.9981 | 0.7784 | 0.6178 | 08313 | 0.5423
0.3000 | 0.8700 | 0.6800 | 0.5700 [ -0.0006 | 0.9903 | 0.2062 | 0.8679 | 0.6839 | 0.5744
0.7800 | 0.8300 | 0.8700 | 0.7200 [ -0.0001 ] 0.9996 | 0.7790 | 0.8202 | 08707 | 0.7212
0.4290 | 0.9220 | 0.4290 | 0.9220 [ 0.0000 [ 2.0000 | 0.4290 | 0.9220 | 0.4290 | 0.9220
0.6250 | 0.7620 | 0.5000 | 0.8420 | 0.0000 [ 0.9997 | 0.6247 | 0.7618 | 05003 | 0.8422
0.5000 | 0.9520 | 0.8000 | 0.8330 | 0.0001 [ 1.0003 | 0.5015 | 0.9523 | 0.7990 | 0.8322
% 104710 | 08370 | 05330 | 0.8000 | -0.0001 | 09996 | 04706 | 08368 | 05334 | 0.8002 (7]
0.8300 | 0.7600 | 0.5300 | 0.8600 | -0.0229
0.7500 | 0.8100 | 0.2400 | 0.9800 | 0.0019 | 1.0147 0.8376 0.9759
0.0000 | 1.0000 | 0.0000 | 0.9300 | 0.0000 #D'!V/O 0.0000 | #DIV/O! | #DIV/O! | #DIV/O!
0.5900 | 0.9900 | 0.8600 | 0.9700 [ 0.0010 | 1.0020 0.9928 | 08150 | 0.9587
0.6200 | 0.9900 | 0.8500 | 0.9700 | 0.0004 | 1.0007 0.9912 | 08332 | 0.9661
0.0500 | 0.9900 | 0.5000 | 0.8900 | 0.0015
0.5500 | 0.9800 | 0.7700 | 0.9500 | 0.0004 | 1.0010 | 0.5649 | 0.9811 | 07592 | 0.9471
4o | 6800 | 0.9800 | 08400 | 09600 | 00009 | 10017 | 07200 | 09834 [ 08127 | 09520 -
0.0800 | 0.9900 | 0.5300 | 0.8600 [ -0.0010] 0.9681 0.9876 0.8842
0.4900 | 0.9800 | 0.7900 | 0.9200 [ -0.0007[ 0.9981 | 0.4689 | 0.9783 | 0.8037 | 0.9260
0.5700 | 0.9800 | 0.8400 | 0.9300 | 0.0005 [ 10011 | 0.5874 | 0.9813 | 08302 | 0.9252
0.1000 | 0.9800 | 0.5600 | 0.8500 | 0.0021 | 1.0551
0.5000 | 0.9800 | 0.8100 | 0.9100 [ -0.0010] 0.9972
0.5500 | 0.9800 | 0.8300 | 0.9200 [ -0.0005] 0.9980 | 0:5340 | 0.9787 | 0.8389 | 0.9246
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0.7500 | 1.0000 | 1.0000 | 0.9430 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 |#DIV/O!
0.7500 | 0.9550 | 0.8000 | 0.9400 | -0.0001 | 0.9997 | 0.7470 | 0.9543 | 0.8025 | 0.9409
40 | 0.7500 | 0.9390 | 0.7500 | 0.9390 | 0.0000 | 1.0000 | 0.7500 | 0.9390 | 0.7500 | 0.9390 [79]
0.8750 | 0.8480 | 0.5830 | 0.9660 | 0.0002 | 1.0004 | 0.8768 | 0.8502 | 0.5789 | 0.9654
0.9380 | 0.5610 | 0.3410 | 0.9740 | 0.0000 | 1.0001 | 0.9382 | 0.5616 | 0.3404 | 0.9739
0.9550 | 0.9670 | 0.8380 | 0.9910 | -0.0001 | 0.9999 | 0.9511 | 0.9641 | 0.8496 | 0.9918
" 0.7650 | 0.9590 | 0.6200 | 0.9790 | 0.0000 | 1.0000 | 0.7648 | 0.9590 | 0.6202 | 0.9790 150l
The New England Journal of Medicine
0.9710 | 0.9900 | 0.9790 | 0.9860 | 0.0000 | 1.0000 | 0.9707 | 0.9899 | 0.9792 | 0.9861
0.9750 | 0.9880 | 0.9700 | 0.9900 | 0.0000 | 1.0000 | 0.9749 | 0.9880 | 0.9701 | 0.9900
0.9460 | 0.9360 | 0.7510 | 0.9880 | -0.0001 | 0.9999 | 0.9444 | 0.9341 | 0.7568 | 0.9884
0.9130 | 0.9680 | 0.8090 | 0.9870 | 0.0000 | 1.0000 | 0.9140 | 0.9684 | 0.8070 | 0.9868
0.8900 | 0.9960 | 0.9910 | 0.9500 | 0.0000 | 1.0000 | 0.8936 | 0.9961 | 0.9907 | 0.9482
0.9490 | 0.9810 | 0.9540 | 0.9790 | 0.0000 | 1.0000 | 0.9493 | 0.9811 | 0.9537 | 0.9789
0.6000 | 0.9700 | 0.8000 | 0.9250 | 0.0002 | 1.0004 | 0.6041 | 0.9705 | 0.7973 | 0.9238
0.9750 | 0.9960 | 0.9540 | 0.9980 | 0.0000 | 1.0000 | 0.9765 | 0.9962 | 0.9511 | 0.9979
1.0000 | 0.9920 | 0.8030 | 1.0000 | 0.0000 | 1.0000 | 1.0000 |#DIV/0! | #DIV/0! | 1.0000
0.9860 | 0.9870 | 0.6050 | 1.0000 | 0.0001 | 1.0002 | 1.0000 | 1.0000 0.9997
0.9480 | 0.9930 | 0.7840 | 0.9990 | 0.0001 | 1.0001 | 0.9624 | 0.9950 0.9986
0.8910 | 0.9970 | 0.9670 | 0.9910 | 0.0000 | 1.0001 | 0.9066 | 0.9975 | 0.9610 | 0.9893
0.9120 | 0.9940 | 0.8380 | 0.9970 | 0.0000 | 1.0000 | 0.9121 | 0.9940 | 0.8378 | 0.9970
0.7810 | 0.9930 | 0.6630 | 0.9960 | 0.0000 | 0.9999 | 0.7754 | 0.9928 | 0.6702 | 0.9961
0.9300 | 1.0000 | 0.9500 | 0.9940 | -0.0003 | 0.9997 0.9958 | 1.0000 | 1.0000
0.9600 | 0.9200 | 0.9800 | 0.8020 | -0.0010| 0.9986 | 0.9452 | 0.8921 | 0.9855 | 0.8492
2 0.9900 | 0.5000 | 1.0000 | 0.4000 | 0.0020 | 1.0102 | 1.0000 0.9933 [81]
0.8600 | 1.0000 | 1.0000 | 0.7140 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/0!
0.9600 | 1.0000 | 1.0000 | 0.9900 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/0!
0.8200 | 0.9900 | 0.7100 | 0.9970 | 0.0006 | 1.0010 0.9944 0.9946
1.0000 | 0.9000 | 0.8600 | 1.0000 | 0.0000 | 1.0000 | 1.0000 |#DIV/0! | #DIV/0! | 1.0000
0.3300 | 1.0000 | 1.0000 | 0.9800 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000
0.9600 | 0.9600 | 0.9600 | 0.9550 | -0.0002 | 0.9998 | 0.9550 | 0.9550 | 0.9645 | 0.9600
0.9800 | 0.8600 | 0.9900 | 0.7810 | 0.0003 | 1.0005 | 0.9829 | 0.8781 | 0.9883 | 0.7525
0.9800 | 0.7400 | 0.9700 | 0.8330 | 0.0006 | 1.0010 | 0.9827 | 0.7670 | 0.9655 | 0.8118
1.0000 | 0.2300 | 0.9900 | 0.6000 | -0.0009 | 0.9933 | 0.9980 1.0000
0.1000 | 1.0000 | 0.2000 | 0.9980 | -0.0002 | 0.9920 0.9991 1.0000
0.8100 | 0.9200 | 0.4000 | 0.9870 | 0.0002 | 1.0007 | 0.8149 | 0.9223 | 0.3924 | 0.9866
0.6700 | 0.9900 | 0.4000 | 0.9870 | -0.0039 | 0.9851 0.9614 0.9967
0.9500 | 0.5400 | 0.6500 | 0.9230 | 0.0000 | 0.9999 | 0.9499 | 0.5395 | 0.6504 | 0.9231
0.8600 | 0.7400 | 0.6300 | 0.9090 | -0.0006 | 0.9983 | 0.8566 | 0.7347 | 0.6364 | 0.9113
0.9900 | 0.2500 | 0.8100 | 0.8470 | -0.0020 | 0.9876 | 0.9861 0.8563 | 0.8856
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0.7300 | 1.0000 | 0.8600 | 0.9940 [ -0.0006 [ 0.9990 0.0074 [JEGORN 10000 |
06200 | 0.9900 | 0.7200 | 0.9820 [ -0.0004 | 0.9991 | 0.5863 | 0.9885 | 0.7475 | 0.9843
08700 | 0.8800 | 0.700 | 0.9370 | 0.0002 | 1.0003 | 0.8716 | 0.8815 | 07674 | 0.9361
0.9700 | 0.6700 | 0.8300 | 0.9350 | 0.0005 | 1.0010 | 09719 | 0.6848 | 08203 | 0.9308
0.8300 | 1.0000 | 1.0000 | 0.9330 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/O!
0.8640 | 0.6950 | 0.6710 | 0.8770 | 0.0001 | 1.0003 | 0.8645 | 0.6960 | 06700 | 0.8765
09830 | 05000 | 04330 | 0.8000 [ -0.0528 | SEHSH NONGHANOUSOARNOR RN
0.9320 | 1.0000 | 1.0000 | 0.9530 | 0.0000 | 1.0000 | #D1v/0! | 1.0000 | 10000 |#DIVIO!
0.9490 | 1.0000 | 1.0000 | 0.9640 | 0.0000 | 1.0000 | #DIV/0! | 1.0000 | 1.0000 | #DIV/O!
* T08700 | 06950 | 04440 | 09500 | 0.0001| 0.09%5 | 0.8694 | 0.6930 | 04453 | 0.9502 -
0.9570 | 0.5000 | 0.2240 | 0.8000 |
0.8260 | 1.0000 | 1.0000 | 0.9530 | 0.0000 | 1.0000 | #DIv/0! | 1.0000 | 1.0000 | #DIVIO!
0.8700 | 1.0000 | 1.0000 | 0.9640 | 0.0000 | 1.0000 | #D1v/0! | 1.0000 | 10000 | #DIV/O!
ORANGE YELLOW WHITE YELLOW ORANGE
DCR=1 --094 | 09599 | --096 | 09799 | --098 | MO0 | TO2 |0 104 1'(;59
Do —006 | —00ar | T~ | 002 [0015| 002 [0039 | 0.04 [0059
.. . .. 9 .. ) .. )
Ot:/frs t_osfi?,/?’ _3:9;2(;: © | —2.0% to 2.0% | 2%t03.999% | 4% to 5.999%

Table 2. Checking consistency among sets of the four prominent diagnostic indicators published in Coughlin, et al. [43].
These sets appeared in calculated and modeled versions of Table 2 of [43].

- Checkin
Original Values g Computed Values
Values
Source
Sensi]- SpECll PPVIJ NPVl] DCDl] DCRl] Sensij Specl] PP‘IIJ NPVIJ
0.2860 0.9600 | 0.5260 | 0.8970 | 0.0001 1.0006 | 0.2871 0.9602 | 0.5247 | 0.8965
Table 2-
Calculated 0.1180 0.9610 | 0.2670 | 0.9000 | 0.0000 | 0.9976 | 0.1174 0.9608 | 0.2681 | 0.9005
[43]
Table 2- 0.2340 0.9520 | 0.4310 | 0.8890 | 0.0000 | 1.0003 | 0.2342 0.9521 | 0.4307 | 0.8889
Modeled
0.1710 0.9670 | 0.3870 | 0.9060 | 0.0001 1.0013 | 0.1719 0.9672 | 0.3854 | 0.9054

6. Conclusions

Using the technique of signal flow
graphs, this paper shows that the four most
prominent indicators of diagnostic testing
(Sensitivity, Specificity, Positive Predictive
Value, and Negative Predictive Value)

constitute three rather than four independent
quantities. This observation is virtually
unheard of, though it is implicit in earlier
solutions of the ternary problem of conditional
probability!*l, We defined two functions that
check consistency for any set of four



Inter-relationships among the Four Basic Indicators of Diagnostic Testing: A Signal-Flow-Graph Approach 67

numerical values claimed to be the four basic
diagnostic indicators. Most of data we came
across met our criterion for consistency, but in
a few cases, there were obvious unexplained
blunders. Any attempt to estimate or model the
four indicators should take our results into
consideration.

Calculations made herein were simply
implemented in a primitive way via an
EXCEL sheet. We are currently developing a
more elaborate program to handle the same
calculations without exception of any limiting
cases, and with an automated criterion to label
a result as reasonably consistent, slightly
inconsistent, considerably inconsistent, or
dramatically inconsistent.
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